Table 2. Countries of Origin for Research Article Funding Sources Included in US Preventive Services Task Force Systematic Reviews, 2014–2016

<table>
<thead>
<tr>
<th>Country</th>
<th>Articles, No. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>640 (39)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>177 (11)</td>
</tr>
<tr>
<td>Australia</td>
<td>67 (4)</td>
</tr>
<tr>
<td>Canada</td>
<td>66 (4)</td>
</tr>
<tr>
<td>The Netherlands</td>
<td>64 (4)</td>
</tr>
<tr>
<td>Denmark</td>
<td>62 (4)</td>
</tr>
<tr>
<td>Japan</td>
<td>50 (3)</td>
</tr>
<tr>
<td>Germany</td>
<td>47 (3)</td>
</tr>
<tr>
<td>Sweden</td>
<td>36 (2)</td>
</tr>
<tr>
<td>France</td>
<td>32 (2)</td>
</tr>
<tr>
<td>Finland</td>
<td>30 (2)</td>
</tr>
<tr>
<td>Switzerland</td>
<td>29 (2)</td>
</tr>
<tr>
<td>Italy</td>
<td>28 (2)</td>
</tr>
</tbody>
</table>

* Other countries that supported less than 2% of articles are not listed in the Table, including Norway, Spain, Belgium, New Zealand, China, South Korea, Ireland, Taiwan, India, Israel, Iran, Brazil, Greece, Greenland, Saudi Arabia, Singapore, Sri Lanka, Thailand, United Arab Emirates, Argentina, Austria, Mexico, Philippines, and Scotland.

* Percentages do not add to 100% because some articles reported more than 1 funding source.

identified for 79% of the research articles, Government agencies provided support for 931 articles (56%). The remaining support came from nonprofits or universities (530 articles, 32%) and industry (282 articles, 17%). The sources of funding varied by recommendation topic; for example, behavioral counseling for sexually transmitted infections had the highest proportion of government funding (91%), whereas screening for chlamydia and gonorrhea had the highest proportion of industry funding (75%). The sources of funding originated from 37 countries with 640 articles (39%) supported by US-based funders (Table 2). The National Institutes of Health (NIH) was the single largest contributor (420 articles, 25%). The next largest funders were the United Kingdom's Medical Research Council (48 articles, 3%), the US Centers for Disease Control and Prevention (39 articles, 2%), Australia's National Health and Medical Research Council (37 articles, 2%), the United Kingdom's National Health Service Research and Development Programme (36 articles, 2%), and the Netherlands Organisation for Health Research and Development (35 articles, 2%).

Discussion | The USPSTF considered scientific evidence supported by a broad range of funders in making recommendations for clinical preventive services. Government agencies worldwide provided funding for most of the research articles, with the NIH being the largest funder. This finding is important because physicians may view certain funders (ie, industry) as less credible than others (ie, NIH). 4

Many of the research articles were supported by governments and organizations outside of the United States. Although the preventive services evidence base includes many high-quality studies conducted in the United States, there are well-designed clinical and epidemiologic studies carried out abroad that further enhance it.

Because this study identified funding sources from research articles as opposed to research studies, the results may overestimate the contributions of funders that supported large studies with results reported in more than 1 scientific article included in the systematic reviews. Another limitation is missing data: 21% of the articles reviewed did not identify any funding source, potentially lessening the precision of the estimates of funding support.

Future studies should investigate the sources of funding for the evidence base of other national clinical guidelines.
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COMMENT & RESPONSE

Air Pollution and Mortality in the Medicare Population

To the Editor Mr Di and colleagues 1 found that short-term exposures to ambient fine particulate matter (PM2.5) and
to indoors sources and ozone is adsorbed onto interior surfaces.

PM$_{2.5}$ is not a pollutant per se but a regulatory construct largely based on facility of monitoring. It comprises a mixture of various particle sizes and composition, only some of which may be toxic, elemental carbon being more important than sulfate. When PM$_{2.5}$ composition and toxicity vary, a counterintuitive dose-response function, as shown in Figure 5 in the article, may result. Subgroup analyses of regions having typically different PM$_{2.5}$ compositions would have been useful.

Persons most at risk and physiological mechanisms remain largely unknown. Di and colleagues found risks sharply increasing with age but posited that a random individual could succumb to a small perturbation in outdoor air quality. Another mortality model considered prior frailty and acute excursions of pollution and temperature combined. This model estimated that deaths among older persons in Chicago were limited to a small subset of frail individuals for which PM$_{10}$, ozone, nitrogen dioxide, sulfur dioxide, or carbon monoxide contributed losses of fewer than 2 days. It found an increased mortality risk for this frail population over 15 days of 0.83% with each increase of 10 μg/m$^3$ of PM$_{10}$, similar to the results of the current study. In this alternative model, thresholds could occur with decreases in either individual frailty or pollution, but the former is unlikely because a day without frailty would be rare.

Frederick W. Lipfert, PhD

Author Affiliation: Greenport, New York.

Corresponding Author: Frederick W. Lipfert, PhD, 1500 Brecknock Rd, Apt 155, Greenport, NY 11944 (freed.lipfert@gmail.com).

Conflict of Interest Disclosures: The author has completed and submitted the ICMJE Form for Disclosure of Potential Conflicts of Interest and none were reported.


To the Editor In a case-crossover study, the authors noted that “In the US Medicare population from 2000 to 2012, short-term exposures to PM$_{2.5}$ and warm-season ozone were significantly associated with increased risk of mortality. This risk occurred at levels below current national air quality standards, suggesting that these standards may need to be reevaluated.” Such studies of association fail to address the key causal question: How would public health effects change if exposure concentrations were reduced? Instead, they addressed an easier, noncausal question: What are the estimated ratios (or slope factors or regression coefficients) of health effects to past pollution levels in selected models and data sets? Answers to the second question are inadequate substitutes for answers to the first question for several reasons.

First, published associations are often assumption and model dependent. Exposure may have a positive association with mortality in some regression models and a negative association in others; which is reported depends on the model selected. Second, omitted confounders can create spurious exposure-response associations. Mr Di and colleagues omitted lagged temperatures for days 2 to 7. Yet, in publicly available data, lagged temperatures were associated with both PM$_{2.5}$ and mortality. PM$_{2.5}$ predicts mortality only if lagged temperatures are omitted.

Third, model specification errors create spurious associations. In data from Los Angeles, PM$_{2.5}$ predicted mortality using Poisson regression by reducing specification error; in nonparametric analyses, it was not a predictor. Fourth, ignored measurement errors can create spurious low-dose associations.

The model used by Di and colleagues omitted exposure measurement error. This can make even threshold exposure-response relations look linear at low doses, consistent with the finding in the study that responses “were almost linear, with no indication of a mortality risk threshold at very low concentrations.”

Evaluating adequacy of air quality standards requires addressing the first causal question. Causal analytics methods and software can help. Doing so will give regulators the scientific information they most need.
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To the Editor: There are many aspects of the study by Mr Di and colleagues1 that call into question their finding that air quality was associated with increased deaths: size of the effects, modeling bias, and flexibility of analysis. These methodological aspects are especially concerning given that recent large studies found no association between air quality and mortality.2,3

The size of the effects in the study by Di and colleagues were small, 1% or less. Any small bias or model misspecification could produce such a small effect,4 as could aspects of the analysis, such as multiple testing and multiple modeling.5 For example, the baseline factors in Table 1 in the article1 could produce 80 subgroup analyses. Consider the treatment of temperature and time lags. Each could exert an effect on the day in question or either of the previous 2 days, for $3 \times 3 = 9$ combinations. Modeling of exposure data could produce 720 possible analyses. Although the authors cited no negative studies, one offers a possible explanation for the positive results of the current analysis: confounding variables that differ across locations.3 Di and colleagues did not do a within- and across-location analysis.

When results are dependent on statistical analyses, it is the obligation of the authors to provide strong evidence, address conflicting studies, and make their data set and analysis code available. Considering the number of analysis options available, the results of this study could have been the result of the analysis choices made.
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In Reply Dr Lipfert criticizes our study for not including indoor-generated particles in our exposure. Indoor particles are a potential confounder, not an omitted part of outdoor particles. Differences in indoor exposure across persons cannot confound the results of our case-crossover study; the exposure contrast was within person, between case and control days. To confound, daily variation in particles from cooking, smoking, etc, must be correlated with daily variation in outdoor PM$_{2.5}$ of the same person. The Medicare Beneficiary Survey showed that 86% of beneficiaries were nonsmokers. It seems implausible that smokers consistently smoked more or that people fried more food on higher-pollution days.

We believe total early deaths is an appropriate and policy-relevant outcome. We agree that frailty is an issue and examined modification by sex, race/ethnicity, poverty, and age; in other studies, medical conditions were examined as predisposing.1 We disagree that only frail people die from air pollution; multicity studies have shown that this is not the case.2 It would be useful to examine regional variations to learn about particle composition, but that does not imply that our national estimate is biased as a national average estimate. Such examination requires defining region by pollution mix and not census categories, a substantial effort we will consider in the future. In addition, many studies have found that all-cause mortality, lags 0 and 1 are the most relevant averaging period.

Dr Cox questions our finding of effects below the US Environmental Protection Agency’s current standard because with a wide range of exposure and considerable exposure error, nonlinear relationships may look linear. However, this is not relevant to our analysis restricted to observations when PM$_{2.5}$ was below 25 μg/m$^3$, well below the current standard of 35 μg/m$^3$. Because the root mean squared error of our exposure model was 2.7 μg/m$^3$, a significant association in the restricted analysis cannot be due to exposure error. Cox also cites a report that the association between PM$_{2.5}$ and daily deaths disappeared after control for more lags of temperature. Other studies have differed. In a 14-city case-crossover study,3 a larger effect size for particles controlling for temperature lags 0 through 4 was found than with lags 0 and 1. Cox argues that causal modeling methods would be useful in air pollution epidemiology. We agree, and several causal modeling analyses of this question have been published, with more planned.4,5 They all support the association we reported in this study.

Dr Young argues that our effect size estimate was small and that there are many possible choices that could affect our result, including subgroups analyzed, how covariates are modeled, and that the study should have been confounded by variables in Table 1 of our article that differed across locations. Because our primary analysis was all beneficiaries, the implication that choices of subgroups could affect the outcome is not correct. Variables that differ across locations cannot be confounders in a case-crossover analysis because the analysis was within person. Exposure contrasts were within participants, on a case day and nearby.
control days at the same location. Moreover, because the analysis controls for all slowly varying individual covariates by matching, no question of different functional forms arises for those covariates. As for the effect size, our effect size is close to those of other large national studies, as well as recent meta-analyses. The studies in the meta-analysis used multiple different modeling techniques and arrive at similar results to ours, indicating the robustness of the results, despite the outlier study he cites.
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Surgical Procedures for Patients With Severe Obesity

To the Editor The Editorial by Drs Arterburn and Gupta summarized the results of 2 randomized clinical trials comparing sleeve gastrectomy and Roux-en-Y gastric bypass. Based on the 5-year results of these trials, the authors concluded that the procedures “are overall quite similar in terms of their effects on weight and comorbid conditions,” with a 1-unit difference in body mass index (BMI) between them at 5 years. We have a few concerns about this conclusion.

The equivalence in weight loss is not clear. The Sleeve vs Bypass (SLEEVEPASS) study did not find the groups to be equivalent at a predefined margin of −9% to +9%. As mentioned in both studies, since the time of their design, excess weight loss has been replaced by total body weight loss as the standard outcome reporting measure in bariatric surgery. Using that metric, both studies demonstrated significantly higher weight loss with gastric bypass than sleeve gastrectomy (28.1% vs 24.9% [P = .001] and 28.6% vs 25.0% [P = .02]). Excess weight-based measurements fail to adequately account for initial BMI. The 3% to 4% total weight loss difference is similar to the weight loss observed with pharmacotherapy for obesity. The clinical significance of this difference is unknown.

As mentioned in the Editorial, the reoperation rates were similar but of variable etiologies for the procedures. In the 2 studies, 5.8% to 9.0% of patients undergoing sleeve gastrectomy required conversion to Roux-en-Y gastric bypass for gastroesophageal reflux, and 8.7% to 14.3% of patients undergoing Roux-en-Y gastric bypass required reoperation for internal hernia. A crucial differentiator is that an established strategy to decrease internal herniation after Roux-en-Y gastric bypass is available (closure of the mesenteric defects); however, this procedure was not routinely performed in either of the trials. There is no established modality to successfully prevent the development of severe reflux after sleeve gastrectomy. Closure of hiatal hernia at the time of sleeve gastrectomy is likely to decrease the development of gastroesophageal reflux disease symptoms, but the effect size and durability of this intervention is unknown.

Modification of Roux-en-Y gastric bypass technique to decrease the incidence of internal herniation may result in a bariatric intervention with higher weight loss and lower reoperation rate, favoring its performance over sleeve gastrectomy for the majority of patients. We agree with the Editorial that procedure selection for each patient is a complex process requiring patients to consider multiple factors, supported by their physicians in patient-centered shared decision making.
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